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Abstract. This research article proposes criteria for the selection of the best stochastic linear regression model. This is one of the 

three special problems of stochastic linear regression model namely, model selection, misspecification of the model and selection 

of regressors. Selection of the best model is an important part of stochastic model building. Alarge number of methods have been 

developed in the literature for selecting best stochastic linear regression model. Y. Tuac et al[7], in 2017, in his research article, 

presented a small simulation study and real data example to illustrate the performance of the proposed method for dealing with 

the variable selection  and the parameter estimation in restricted linear regression models. Jussi Matta, [6], in his paper, studied 

model selection methods for two domains linear regression and phylogenetic reconstruction focussing particularly on situations 

where the amount of data available in either small or very large .Guoqui et al.[9]  in their paper presented several model selection 

criteria which generally can be classified as the penalized robust method. B.M. Potscher, [10], in his research study presented the 

more general case of regression selection in stochastic linear regression model. Timoterasvirta et al.[8] in his research paper 

discussed the problem choosing a linear model from a set of nested alternatives. 

INTRODUCTION 

Stochastic model building has an important role in analysing different research problems in the various 

fields of science. Under stochastic model building the empirical determinative of certain laws can be expressed in 

the form of some linear and nonlinearmodels. In recent years a great deal of research has been directed on stochastic 

linear regression models disturb very often the optimum propertiesof OLS estimators of the parameters of the model. 

Besides two problems of hetroscedastic and auto correlated errors, these are three special problems of stochastic 

linear regression model namely, model selection, misspecification of the model and selection of the repressors. 

Selection of the best model is an important part of the stochastic model building. A large number of methods have 

been developed in the literature for selecting best stochastic linear regression model.Some commonly used selection 

methods are: Coefficient of Multiple Determination (R2), Adjusted R2 or
2R , Prediction Mean Squared Error ( )pS  

criterion, Mallows pC  criterion etc. 

COEFFICIENT OF MULTIPLE DETERMINATION CRITERION (OR) R2 

CRITERION FOR STOCHASTIC LINEAR REGRESSION MODEL SELECTION. 

In the applied stochastic model building, a commonly used selection criterion is the R2 criterion. 
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Consider the standard stochastic linear regression model  

111   nkknn XY   

The OLS estimator ̂  which is the best linear unbiased estimator (BLUE) of   is given by  

  YXXX 
1

̂  

Define OLS residual vector as  

𝑒 = [𝑌 − 𝑌̂] = [𝑌 − 𝑋𝛽̂] 
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If X contains a constant term (intercept), then the Analysis of Variance (ANOVA) model can be expressed 

as  
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The R2statstic is defined as the ratio of the regression sum of squares to the total sum of squares 
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If the standard stochastic linear regression model is defined in deviation form or without constant term 

(intercept) then the R2 is defined as  
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Here R2 can be interpreted as a measure of proposition of the variance in Y which is explained by the 

estimated equation. In other words R2 is a measure of proportion of total variance accounted for by the linear 

influence of the independent variables. The value of 𝑅2 always lies between 0 and 1.i.e, 0 ≤ 𝑅2 ≤ 1. 

The closer value of R2 to 1, the better the performance of the independent variables 
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R2 can be viewed as a measure of the stochastic linear regression model’s predictive ability over the sample 

period. 

A relationship between R2 and F –test statistic is given by  
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The inclusion of new independent variables will always increase the value of R2 
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where   iI  Incremental contribution of every  ith independent variable in the model  

 2R Coefficient of multiple determination with the inclusion of ith independent variable in the 
model  

  
22 RR i  with the exclusion of  ith independent variable in the model  

ADJUSTED 
2R OR 

2R CRITERION FOR STOCHASTIC LINEAR REGRESSION 

MODEL SELECTION 

Define 
2R statistic as 
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Consider unbiased estimator for error variance 
2  and total variance (Y) as 
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By adopting these unbiased estimators as adjustment factors in 1-
2R  , one may obtain the adjusted 

2R or 
2R  as 
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Thus 
22 RR    except when k=1. 

Also 
2R =1 

22 RR   

It should be noted that 
2R statistic is not an unbiased estimator. Further 

2R  sometimes may be negative. 

The concept of 
2R  was due to Theil (1961). Generally the value of 

2R may be increased with the inclusion of 
additional independent variable whether include variable may be relevant or irrelevant variable. But the value of 

2R may not be increased with the inclusion of additional independent variable if the additional included variable is 

irrelevant variable. 
2R can be used as better criterion than 

2R  for selecting the best stochastic linear regression 
model. 

CONCLUSIONS 

In the above monograph an attempt has been made by developing a criterion for stochastic linear regression 

model selection namely coefficient of multiple determination criterion or 
2R criterion. In addition to this adjusted 

2R  or 
2R criterion is also presented for stochastic linear regression model selection. Owing to the deficiencies of 

the criteria
2R  and  

2R as they are not most powerful criteria based on Mean square Error prediction 

theGeneralized Mean Squared Error could be evaluated in the context of future research. 
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